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1 B A S I C S

variation, quadratic variation
filtration
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1.1 C O N T I N U I T Y

Definition 1. A function f : I → R is γ-Hölder continuous if there is aC < ∞ such that

|f(t)− f(s)| ≤ C |t− s|γ

for all s, t ∈ I . Functions with γ = 1 are Lipschitz continuous.

Theorem 1 (KolmogorovContinuity Theorem). Let {Xt} be a stochastic process on [0, 1]. If there
are α, β,C > 0 such that

E (|Xt −Xs|α) ≤ C|t− s|1+β ,

then there is a version X̃t ofXt with sample paths that are almost surely γ-Hölder continuous for
γ ∈ (0, β/α).

version means P
(
X̃t = Xt

)
= 1 for all t.



2 B R OW N I A N M O T I O N

Definition 2. A standard Brownian motion B(t, ω) is a continuous time R-valued stochastic
process over some (Ω,F ,P) such that

1. Bt −Bs ∼ N (0, t− s);

2. Disjoint increments are independent;

3. The sample path t 7→ Bt(ω) is continuous with probability 1.

At all times, aBrownianmotion receives an infinitesimalGaussiankick. The intuitionhere is that “dB”
is then a Gaussian random variable. Of course, dB is meaningless right now sinceB is nowhere differen-
tiable with probability 1, but we will give it meaning later in terms of Itô integrals, and the interpretation
will be the same.

Auseful fact for proving that disjoint intervals are independent: twoGaussians are independent ⇐⇒
they have 0 covariance.
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Proposition 1. IfBt is a Brownian motion, then so are the following two processes:

• Xt :=
1√
α
Bαt for fixed α > 0;
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• Yt := Bs+t −Bs for fixed s > 0;

• Zt := tB1/t.

Proposition 2. IfBt is a Brownian motion, then Cov(Bt, Bs) = min(t, s).

Construct a BM using Wiener measure and Bt(ω) = ωt.
Is the following the finite dimensional distribution stuff?
LetA := {ω | Btk(ω) ∈ (ak, bk) for k = 1, . . . , N}. If

ϕ(s, y) :=
exp
(
−y2/(2s)

)
√
2πs2

,

then the probability ofA is

P (A) =

∫ b1

a1

· · ·
∫ bn

an

ϕ(t1, x1)

N∏
i=2

ϕ(ti − ti−1, xi − xi−1) dx1 · · · dxn.

The idea here is that ϕ(ti − ti−1, xi − xi−1) is the conditional density forBtk givenBtk−1
= xk−1.

Proposition 3. The sample paths of Brownian motion are almost surely γ-Hölder continuous for
γ ∈ (0, 1/2).

Proposition 4. IfB is a Brownian motion on [0, T ], then with probability 1,

• V p(B, [0, T ]) < ∞ for p > 2;

• V p(B, [0, T ]) = ∞ for p < 2.

The quadratic variation ofB is [B,B](t) = t.



3 I N T E G R AT I O N

3.1 I N T E G R AT I O N O F S I M P L E P R O C E S S E S

Suppose Bt is a Brownian motion adapted to {Ft}. Then L2
A([0, T ] × Ω) is the space of all processes

X(t, ω) adapted to {Ft} such that

E

(∫ T

0

X2 ds

)
< ∞.

This space is Banach space (complete normed vector space) with norm

‖X‖L2
A
=

√√√√E

(∫ T

0

X2 ds

)
.

The subspaceL2
A,0 ⊂ L2

A of simple adapted processes is dense inL2
A: for anyX ∈ L2

A, there is a sequence
{Xn} ⊂ L2

A,0 converging toX in theL2 sense, i.e.

lim
n→∞

‖Xn −X‖L2
A
= lim

n→∞

√√√√E

(∫ T

0

(Xn −X)2 ds

)
= 0.

We’ll define the Itô integral for simple adapted processes, then extend it to general adapted processes in the
next section.

finish

Proposition 5. Let σ ∈ L2
A, then the quadratic variation ofX(t) =

∫ t

0
σ dB is

[X,X](t) =

∫ t

0

σ2 ds.

Note that if σ depends on ω, then [X,X](t) is still a random variable.
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3.2 E X T E N D I N G T H E I T Ô I N T E G R A L

ForX ∈ L2
A, we know there’s a sequence{Xn} converging toX in theL2 sense. Thenby the Itô isometry,

the sequence {In} given by

In :=

∫ T

0

Xn dB

is a Cauchy sequence. Thus there is a random variable I ∈ L2 such that In → I in theL2 sense, i.e.

lim
n→∞

‖In − I‖L2 = lim
n→∞

E
(
|In − I|2

)
= 0.

Definition 3. ForX ∈ L2
A, ∫ T

0

X dB

is the unique limit of the sequence given by In :=
∫ T

0
Xn dB, whereXn → X .

This integral has all the same properties as the one for simple processes. Further extension where
martingale property becomes *local* martingal property.



3.3 I T Ô P R O C E S S E S

do this.



3.4 I T Ô ’ S F O R M U L A

Theorem 2. LetZ be an Itô process satisfying

dZ = µ dt+ σ dB.

Let f(t, x) ∈ C2, then

df(t, Zt) =

[
∂f

∂x

]
dZ +

[
∂f

∂t
+

1

2

∂2f

∂x2
σ2

]
dt,

where all partial derivatives are evaluated at (t, Zt).
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